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Structure and Reactivity of Radical Ions: New Twists on Old Concepts
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Introduction

The chemistry of pure hydrocarbons has traditionally served
as the training ground for the development of new concepts
in organic chemistry. While the experimental demonstration
of these concepts often posed significant challenges that re-
sulted in a number of beautiful syntheses[1] and had numer-
ous industrially important applications, much of this work
was motivated by the abstract concepts of basic science.
These could most easily be demonstrated without complicat-
ing interferences from functional groups for the simple,
parent systems. It is therefore no coincidence that the areas
of physical organic chemistry and hydrocarbon chemistry
historically developed in tandem. A case in point are the
current Gordon Conferences in Physical Organic Chemistry,
which started in 1936 under the title of “Petroleum Chemis-

try” and continued through some of the most active periods
in physical organic chemistry under the name of “Hydrocar-
bon Chemistry” before adopting their current name. Exam-
ples of the interplay of theoretical ideas and experimental
work that flourished in the field of hydrocarbons include the
concept of aromaticity and the work on annulenes,[2] the
mechanistic analysis in an orbital framework and the study
of pericyclic reactions or,[3] more recently, dynamic reaction
control and the selectivity of biradical reactions.[4]

The formation of concepts, that is, the generalization of
individual observations into abstract ideas as well as the ex-
pansion, modification, or even replacement of these con-
cepts by qualitatively new and more comprehensive ones
are relatively rare events in physical organic chemistry. The
most common use of concepts to achieve scientific progress
is the logical combination, application, and permutation of
these abstract ideas. The most powerful concepts are thus
those that are flexible enough to be applied to systems very
different than the ones from which they were originally de-
veloped and that allow predictions than can be tested
through experimental observation. In many cases, the true
value of an abstract concept is not realized until much later
when concepts are probed, expanded, and tested. The use-
fulness of an orbital description of chemical reactivity or the
concept of aromaticity was not, for example, widely accept-
ed until decades after the formulation.

The chemistry of hydrocarbon radical cations offers some
unique opportunities to probe some of the most influential
concepts in organic chemistry: the conservation of orbital
symmetry (Woodward–Hoffmann rules), aromaticity (in-
cluding the aromatic stabilization of transition states), and
the concept of localization and delocalization of bonds. All
of these concepts have inspired elegant experimental and
theoretical studies that led to significant new insights over
the last decades. For different reasons, the chemistry of
simple hydrocarbon radical cations appears to defy or
expand these fundamental concepts of organic chemistry.
Nature exploits, for example, the chemistry of radical anions
to achieve DNA repair through a symmetry-forbidden, but
apparently concerted, mechanism.[5] In this contribution, we
will discuss some examples of simple hydrocarbon radical
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cations that differ in their reactivity from their neutral coun-
terparts and use electronic structure theory to analyze the
origin of these differences. Special emphasis will be placed
on the relationship of these results to some fundamental
concepts of organic chemistry.

The Conservation of Orbital Symmetry

A classical example of an abstract concept that found wide-
spread use in chemistry are the Woodward–Hoffmann
rules,[3] which deduce the stereochemical course of pericyclic
reactions from orbital symmetry considerations. The predic-
tive power of the rules, together with the elegance of a
simple argument based on symmetry, ensured that the prin-
ciple of conservation of orbital symmetry continues to be
one of the most influential principles in organic chemistry.
A related concept that uses an orbital analysis to explain
chemical reactivity is the frontier molecular orbital (FMO)
concept. This approach, which is historically linked to the
Woodward–Hoffmann rules through the joint 1981 Nobel
Prize in Chemistry, allows for the semiquantitative predic-
tion of relative rates and regiochemistry of many reactions,
including pericyclic reactions. Considerations of the relative
energies, coefficients, and node properties of the FMO are
therefore standard tools for the organic chemist.

Pericyclic reactions are generally considered to be orbital
controlled and to proceed via highly symmetric transition
states.[6] The analysis of the orbital interactions within the
FMO framework is fairly straightforward. As shown in
Figure 1 on the left, two HOMO–LUMO interactions are

possible. One of these interactions will be dominant because
the interaction strength, according to Fermi’s Golden Rule,
depends inversely on the energy difference between the in-
teracting orbitals. This analysis gave rise, for example, to the
classification of the Diels–Alder reaction into normal and
inverse electron-demand reactions. Analysis of the node
properties and coefficients of the pair of orbitals involved in
the dominant interaction then allows predictions of relative
rates as well as stereo- and regiochemistry.

The removal or addition of an electron alters this scheme
considerably, as shown in Figure 1 on the right. Even before

considering any changes in the relative orbital energies, the
possibility of additional interactions of the singly occupied
molecular orbital (SOMO) of the radical ion with the
HOMO or LUMO of its reaction partner can open new re-
action pathways that are symmetry forbidden for the closed-
shell molecules. As a result of these additional interactions,
simple symmetry analysis of radical-ion reactions in analogy
to their closed-shell counterparts is tempting,[7] but usually
not correct. One example to illustrate this is the electron-
transfer-catalyzed (ETC) reaction of a diene with a dieno-
phile. For example, the symmetry analysis of the reaction in
analogy to the Diels–Alder reaction predicts that the [3+2]
cycloaddition, that is, the ionization of the diene, is found to
be symmetry allowed. In contrast, the [4+1] reaction, that is,
the one-electron oxidation of the dienophile, is symmetry
forbidden.[8] However, experimental studies with electron-
rich styrenes as dienophiles showed that this so-called “role
selectivity” is not valid and that previous observations were
due to the lower redox potential of dienes used in the origi-
nal study.[9]

This does not imply that an orbital symmetry analysis of
radical ion reactions cannot yield useful insights into formal-
ly pericyclic reactions of hydrocarbon radical cations. Two
aspects of symmetry are important for radical ion reactions.
First, in the reaction of a closed-shell molecule, all orbitals
are doubly occupied and the electronic state is therefore A1.
The reaction is governed by symmetry to conserve the node
topology of the orbitals involved in the reaction. In contrast,
the electronic state of the radical cation is determined by
the symmetry of the SOMO. Depending on the point group
of the reactants and products, the electronic states of reac-
tants and products may or may not correlate. Similar to the
case of the Woodward–Hoffmann rules, which state that in a
concerted reaction only orbitals of the same symmetry cor-
relate, only electronic states of the same symmetry will cor-
relate in a symmetry-preserving reaction of radical ions.
Second, since the radical cation is an open-shell species, any
orbital degeneracy caused by symmetry in the neutral coun-
terpart is subject to a first- or second-order Jahn–Teller dis-
tortion,[10] which would remove the symmetry element that
was preserved in the neutral reaction.

As was the case for the historical development of the
Woodward–Hoffmann rules, the usefulness of an orbital and
symmetry analysis can be illustrated using the case of the
ring-opening reaction of cyclobutene (1) as a representative
example. As shown in Scheme 1, neutral 1 ring opens to s-
cis-1,3-butadiene (2), which then rapidly rotates around the
central single bond to form the thermodynamically more
stable s-trans-1,3-butadiene (3). The C2 symmetry element is

Figure 1. Orbital interactions in closed shell (left) and open shell mole-
cule (right).

Scheme 1. Ring opening of cyclobutene 1.
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preserved throughout the reaction, leading to a conrotatory
motion of the ring opening.[3]

Matrix isolation studies showed that for the analogous
ring opening of the cyclobutene radical cation 1·+ , the reac-
tion proceeds directly to the s-trans-1,3-butadiene 3·+ , with-
out forming the s-cis isomer first.[11] As shown in Figure 2,

this is due to the lack of correlation between the electronic
states of 1·+ , which has a 2B1 ground state, and 2·+ , which
has a 2A2 ground state. Consequently, there is no symmetry-
preserving pathway for the radical cation to form 2·+ . On
the other hand, the 2Bg ground state of 3·+ does correlate
with the 2B1 ground state of 1·+ through a C2 symmetric
pathway. A symmetry-conserving pathway could therefore
only form 3·+ .[12] As is the case for the Woodward–Hoffman
rules, this analysis is not strictly applicable to non-symme-
try-conserving or stepwise pathways.

Although this simple correlation analysis predicts that the
symmetry-preserving ring opening to 3·+ is in principle pos-
sible, it does not make any statements about the character
or energy of this transition state. As will be discussed in
more detail later, because there are now an odd number of
electrons in the system, no Hückel or Möbius aromatic
system can be derived and the stabilization of the aromatic
transition state is removed. Therefore, there is no energetic
advantage to a symmetric transition state and other possible
mechanisms must be considered, as they are energetically
competitive. Three possible mechanisms can be considered
for the reaction: a concerted C2-symmetric pathway involv-
ing 4·+ , a concerted C1-symmetric pathway via 5·+ , and a
stepwise C1-symmetric pathway involving the cyclopropyl
carbinyl radical cation 5a·+ as shown in Figure 3.

Interestingly, the transition structure 4·+ (shown in
Figure 4) illustrates the second effect of symmetry that is
not observed in closed-shell compounds. Harmonic frequen-
cy analysis of 4·+ shows that it is not a true transition state,

but rather a second-order saddle point. The stronger of the
negative frequencies corresponds to a Jahn–Teller type dis-
tortion of this saddle point, while the weaker corresponds to
the expected carbon–carbon bond cleavage in the ring-open-
ing reaction. A Jahn–Teller distortion can either occur if the
unpaired electron is in an orbital that is degenerate due to
symmetry, leading to a nuclear distortion to lift this degener-
acy, or by vibronic coupling along an antisymmetric normal
mode.[13] While the first type of Jahn–Teller effect (first-
order Jahn–Teller effect) is common in open-shell inorganic
complexes, the second type (second-order, vibronic, or
pseudo-Jahn–Teller effect) has been described for a number
of hydrocarbon radical cations.[14] Figure 4 shows the intrin-
sic reaction coordinate (IRC) calculation along the transi-
tion vector for carbon–carbon bond breakage in 4·+ . It can
be seen that the reaction pathway proceeds, as predicted by
the symmetry analysis of the electronic states discussed ear-
lier, smoothly from 1·+ to 3·+ via 4·+ without the involve-
ment of 2·+ .

The second negative frequency in 4·+ corresponds to the
interchange between two enantiomeric transition structures,
5·+ . Here, the symmetry of the molecule is lowered, and the
first-order transition state 5·+ corresponds to a concerted
C1-symmetric pathway. The distortion occurs because the

Figure 2. Orbital correlation for symmetry-preserving ring opening of the
cyclobutene radical cation. Energies are from HF/6–31G*//B3 LYP/6–
31G* calculations.

Figure 3. Possible reaction pathways for the ring opening of 1·+ .

Figure 4. IRC for the ring opening of 1·+ via 4·+ .
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energy of the molecule is lowered by reducing the symme-
try. Therefore, the activation energy of the concerted C1-
symmetric mechanism is less than that of the concerted C2-
symmetric pathway by ~5 kcal mol�1, depending on the level
of theory used. Figure 5 shows the computed IRC reaction

pathway for the concerted C1-symmetric mechanism. The
lowered symmetry of 5·+ leads to a 2A state that can corre-
late with either 2·+ or 3·+ . Thus, the IRC can lead to 2·+

through a minimum-motion pathway, as shown in Figure 5.
The third possible mechanistic pathway involves a step-

wise mechanism that proceeds via a cyclopropylcarbinyl-
type intermediate, 6·+ (Scheme 2). This mechanism was orig-

inally proposed by Bauld[15] and investigated in detail by
Bally and co-workers.[16] They identified an intermediate in
the reaction that has a very late transition state. The calcu-
lated first transition-state structure looks very intermediate-
like, and this intermediate lies in a very shallow minimum.
The computational method used to calculate this, MP2, is
known to overestimate the stability of localized radicals, as
it would be in the cyclopropyl intermediate 6·+ , and at-
tempts at locating this intermediate using other computa-
tional methods have not been successful.[12] The existence of
a discreet intermediate in this reaction is therefore called
into question and this mechanism appears to be unlikely.
The finding that the PES is extremely flat and the presence
or absence of intermediates depends on the computational
method used is typical in the studies of hydrocarbon radical
cations.

Aromaticity of Transition States

Another concept widely used to explain the relatively low
activation energy of pericyclic reactions is the notion that
the transition structures of pericyclic reactions involving
4n+2 electrons are stabilized through Hückel aromaticity,
while systems with 4n electrons participating in the reaction
are stabilized through Möbius aromaticity.[17] Thus, these
pathways are thought to be favored over the corresponding
biradical or zwitterionic pathways by aromatic stabilization.
In comparison, any stepwise pathway would necessarily be
initiated by a homolytic or heterolytic bond breaking, in-
creasing the activation energy of this pathway. For many
substituted systems, the exact balance between concerted
and stepwise pathways involving intermediates that are sta-
bilized by appropriate functional groups have long been the
topic of passionate discussions.[6a] This is particularly true for
the synthetically important class of cycloaddition reactions,
including Diels–Alder reactions and 1,3-dipolar cycloaddi-
tions, for which a mechanistic switch from concerted to step-
wise can have significant stereochemical consequences.

This scenario is again significantly altered for the case of
the radical cationic reactions. First, the aromatic character
of the concerted transition state is absent in the five-elec-
tron system. The transition state is not stabilized by aroma-
ticity and therefore disfavored relative to the corresponding
case of the six-electron reaction. It has been argued that
such odd-electron systems are, at least in some cases, desta-
bilized by antiaromaticity.[18] However, NICS calculations of
the [2+2] cycloreversion of the cyclobutane radical cation
show a non-aromatic character of the transition structure.[19]

In addition, many concerted transition states of radical cati-
ons are also symmetric and subject to first- and second-
order Jahn–Teller distortions as discussed above, which
makes a symmetry-preserving pathway even more unfavora-
ble. At the same time, the removal of an electron from the
HOMO (or the addition of an electron to an antibonding or-
bital in the case of radical anions) leads to a weakening of
the corresponding bond, which is now easier to break. The
rate-determining transition state of the stepwise reaction
pathway is therefore lowered in energy. As a result of these
changes, the stepwise pathway is in many cases favored rela-
tive to the concerted one, as shown in Figure 6.

The mechanistic consequences of these conceptual
changes have been studied in detail for the case of cycload-
ditions, in particular the Diels–Alder reaction. The neutral
Diels–Alder reaction has been studied extensively,[6] and the
Woodward–Hoffmann rules correctly predict the experimen-
tally observed suprafacial stereochemistry of the addition.
High-level computational studies in combination with kinet-
ic isotope effect studies provide good evidence that for
simple hydrocarbon systems, the aromatic stabilization of
the transition states prevails in the neutral reaction.[20] The
neutral reaction thus undergoes a concerted reaction that
has an aromatic transition state.

The radical cation Diels–Alder reaction is also the most
widely applied of all electron-transfer-catalyzed pericyclic

Figure 5. IRC for the ring opening of 1·+ via 5·+ .

Scheme 2. Stepwise pathway for ring opening of 1·+ .
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reactions.[21–23] Extensive experimental[24,25] and computation-
al[26] studies clearly established a stepwise pathway for this
reaction. A comparison of the concerted and stepwise path-
ways for the parent reaction of ethylene with 1,3-butadiene
and the 1,3-butadiene radical cation is of particular interest,
because the comparison with the many other computational
studies of this system illustrates the mechanistic changes
caused by the electron transfer.

The key pathways and stationary points on the hypersur-
face and their energies relative to the product, the cyclohex-
ene radical cation, are summarized in Figure 7. In agree-

ment with the arguments made above, the Cs symmetric
transition structure 7·+ , corresponding to the concerted
pathway, is the highest energy structure on this part of the
C6H10

·+ hypersurface. In addition, harmonic frequency anal-
ysis at the B3LYP/6–31G* level of theory identifies 7·+ as a
second-order saddle point on the PES. This is due to a
Jahn–Teller distortion similar as discussed earlier for the

case of 4·+ . As was the case for
the electrocyclic ring opening
of the cyclobutene radical
cation, a symmetry-conserving
mechanism can thus be ruled
out for the radical cation Diels–
Alder reaction.

Instead, the first step of the
reaction is the formation of an
ion-molecule complex 8·+ with
a binding energy of
~7 kcal mol�1. Depending on
which carbon–carbon bond is
formed, two different and rap-

idly interconverting acyclic intermediates 9·+ and 10·+ are
generated. These intermediates correspond to the anti or
out-gauche conformations, respectively, around the newly
formed C4�C5 bond and differ in energy by 1.6 kcal mol�1,
more than the barrier for the cyclization of 9·+ to form the
final product, the cyclohexene radical cation 11·+ . The out-
gauche conformer, 10·+ , can either directly close to form the
vinylcyclobutane radical cation 12·+ or, through another
conformer, also close to 11·+ . Schaefer and co-workers also
investigated additional pathways leading from 12·+ to 11·+

(the so-called “indirect Diels–Alder reaction”[23,27]) and a
series of Wagner–Meerwein-type 1,2-shifts that ultimately
lead to 13++ .[26a,b]

Conceptually, two findings of these studies are notewor-
thy. First, the structures of the stepwise pathways for the
radical cationic and the neutral, biradical reactions are quite
similar. Comparison of the structures shown in Figure 7 with
the ones obtained for the stepwise Diels–Alder reaction[28]

or the vinyl cyclobutane rearrangement[29] reveal the close
relationship of these pathways. This correspondence of the
biradical and radical cationic structures is in agreement with
the ideas outlined in Figure 6, in which the acyclic radical
cation and the transition states leading to and from it corre-
spond to the biradical species in the neutral reaction. Com-
putational studies of other reactions, such as the 1,3-methyl-
ene shift in vinylcyclopropane,[30,31] also show the structural
similarity of biradical and radical cationic structures, empha-
sizing the relationship of cations and radicals that is often
discussed in elementary organic chemistry. Second, the acti-
vation energy of the radical cation Diels–Alder reaction is
computed to be of 1.2 kcal mol�1, as would be expected for a
highly reactive intermediate such as a hydrocarbon radical
cation. This is much smaller than the corresponding neutral
reaction, which has an activation energy of 23.6 kcal
mol�1.[32] As discussed above, this is because the bond to be
broken in the initial step is weakened by electron transfer.
The first step thus corresponds to the attack of a radical
cation on an olefin, which is essentially barrierless in the gas
phase. Therefore, the rate-determining step is (and maybe
somewhat unexpectedly) the rotation around the newly
formed C4�C5 single bond to allow ring closure.

Figure 6. Relationship of concerted and stepwise mechanisms for neutral (left) and radical cation (right)
Diels–Alder reaction.

Figure 7. Reaction pathways for the parent radical cation Diels–Alder re-
action. Values in plain text are from QCISD(T)//QCISD calculations,
values in italics are from CCSD(T)//MP2 calculations.
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Bond Orders and Fractional Bonds

One role of concepts is to provide frameworks in which to
think and a language to communicate ideas. The language of
chemistry is arguably the chemical bond and its changes.
The development of different ideas about bonding from the
simple picture of single and double bonds to the fractional,
delocalized bonds in nonclassi-
cal carbocations has been one
of the most fruitful areas of
physical organic chemistry. Fi-
nally, an intuitive understanding
of the relative strengths of dif-
ferent types of bonds (e.g.,
single vs. double bonds, conju-
gation, or noncovalent interac-
tions, such as hydrogen bond-
ing) is basic material that every
student of organic chemistry is
expected to master. The remov-
al of an electron out of a p or s
system completely changes the
reactivity of the system. In a
conjugated p system, the delocalization of spin and charge
becomes a significant energetic factor that dominates the
structure and reactivity of these radical cations, overriding
other factors.

The simplest conjugated p-system is 1,3-butadiene. It has
been studied in considerable detail[33,34] and has been influ-
ential in the development of a number of concepts, such as
conjugation, high-level electronic structure calculations of
organic molecules,[35] or force field treatments of chemical
bonding. The most stable conformation of 1,3-butadiene is
the planar s-trans conformation (3), which is in equilibrium
with gauche-like s-cis conformation (2), which is
~3 kcal mol�1 higher in energy. The activation energy for the
rotation around the central single bond is 6–7 kcal mol�1 in
the unsubstituted 1,3-diene and simple analogues.[36]

This situation is changed considerably for the s-cis- and s-
trans-1,3-butadiene radical cations 2·+ and 3·+ . Due to the
presence of an unpaired electron and a positive charge, the
stabilization obtained by delocalization is much higher and
easily outweighs the steric repulsion of the hydrogen atoms.
Consequently, 2·+ is calculated to be planar, unlike 2 which
is calculated to have a C-C-C-C dihedral angle of 138. In
fact, the delocalization of spin and charge causes the differ-
ences between formal C2�C3 single bond and the C1=C2 and
C3=C4 double bonds to essentially disappear. As a result the
bond lengths are very close, 1.39 and 1.42 Å respectively.
This high degree of delocalization is also obtained in longer,
iodine-doped conjugated polyenes and is thought to be re-
sponsible for their metal-like conductivity.[37] In addition,
the electronic ground state of 2·+ is 2A2, whereas 3·+ has a
2Bg ground state, as shown in Figure 2.[38] This implies that
there the rotation around the central double bond in 2·+ not
only has to overcome the double-bond character of the C2�
C3 bond, but also has to localize spin and charge in order to

break the symmetry and go from a 2A2 to a 2Bg state. Conse-
quently, computational studies at the QCISD(T)/QCISD
level of theory using a 6–31G* basis set gave a high barrier
of 28.1 kcal mol�1 for this process.[39]

The rotational profile 2,3-tert-butyl-1,3-butadiene 14,
shown in Figure 8, exemplifies these concepts. The planar
cisoid and transoid conformations are strongly destabilized

by 22.4 and 16.0 kcal mol�1, respectively, through repulsions
of the tert-butyl groups with each other and with the methyl-
ene groups.[40] This leads to a perpendicular conformation of
the diene unit, as was shown by Hopf and co-workers.[41]

The cisoid conformation in 14·+ is stabilized by
7.3 kcal mol�1 relative to the cisoid conformation of 14
through extended delocalization. The necessity to localize
spin and charge and to break symmetry upon rotation
around the C2�C3 bond leads to an additional energy maxi-
mum at 808, although this barrier is much smaller than the
one in 2·+ due to the stabilizing effects of the substituents.
Interestingly, the transoid conformation of 14·+ is destabi-
lized relative to the one of 14, presumably because the
shortened C2�C3 bond in the radical cation increases the
steric repulsion.

A particularly interesting case of fractional bonding
occurs in the bicyclobutane radical cations. In most hydro-
carbon radical cations, the electron is removed from a p
system owing to the extremely high redox potential of satu-
rated hydrocarbons, which is difficult to realize experimen-
tally.[42] [1.1.0]Bicyclobutane (15) is a rare case of a saturated
hydrocarbon with a localized, high-energy HOMO due to
the ring strain.[43] At the same time, the geometry of
[1.1.0]bicyclobutane radical cation (15·+) does not allow for
significant hyperconjugation or delocalization of spin and
charge. As was pointed out by Bally, a planarization of 15·+

is again not possible because 15·+ and the planar cyclobu-
tane-1,3-diyl radical cation have different electronic ground
states.[44] The lack of state symmetry correlation cannot be
overcome by steric repulsion that would be in analogy to
known stable 1,3-diyls.[45] As shown in Figure 9, even the
steric repulsion of the two tert-butyl groups in 1,3-di-tert-
butylACHTUNGTRENNUNG[1.1.0]bicyclobutane does not break the central carbon–
carbon bond in the radical cation, although it is lengthened

Figure 8. B3LYP/6–31G* Optimized structure and rotational profile for 14 (plain text, ^) and 14·+ (italics, *).
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by 0.24 Å. Rather, the planarization of sterically crowded
[1.1.0]bicyclobutanes leads to symmetry breaking and locali-
zation of spin and charge, which in turn leads to Wagner–
Meerwein-type alkyl shifts to give the corresponding cyclo-
butenes.[46] These alkyl shifts are also observed experimen-
tally upon irradiation of 1,3-di-tert-butyl-
ACHTUNGTRENNUNG[1.1.0]bicyclobutane[47] and presumably occur through a bi-
ACHTUNGTRENNUNGradical pathway, again re-emphasizing the relationship to
the radical cationic pathway.

Conclusion

Even though the transfer of a single electron to or from a
molecule is the simplest chemical transformation imagina-
ble, it has profound implications on the concepts that pro-
vide the framework for thinking about the reactivity of that
molecule. While for neutral, closed-shell molecules, there is
a tendency of many reactions to proceed through symmetry
conserving pathways, first- and second-order Jahn–Teller dis-
tortions lead to an equally strong tendency of open-shell
molecules towards lower symmetry pathways. Similarly, the
concept of aromatic transition-state stabilization, which
biases many reactions towards a concerted mechanism, is re-
placed by a preference towards stepwise mechanisms. At the
same time, the concept of orbital symmetry control is re-
placed with the symmetry of electronic states, which may
not correlate and thus exclude certain pathways. The pres-
ence of a positive charge increases the energetic importance
of resonance stabilization and delocalized, nonclassical
single bonds. This leads not only to interesting questions of
charge localization versus delocalization, but also poses for-
midable problems for electronic structure methods that are
popular for the study of reaction mechanisms.

The findings outlined in this overview are of course not
new concepts, but rather the result of the combination of
the presence of an unpaired electron and a positive charge.
In order to understand, classify, and predict radical cation
reactivity, it is important to develop an intuitive understand-
ing of the changed contributions of these fundamental con-
cepts in ETC reactions[48] compared to the reactivity of neu-
tral, closed-shell molecules organic chemists are more famil-
iar with. It can be argued that the lack of such understand-
ing is one reason for the rare application of radical ions as
reactive intermediates in organic synthesis, despite the im-

pressive enhancements in reactivity and selectivity that have
been reported in the literature. On the other hand, the com-
plexity added through these additional factors has the po-
tential to expand existing concepts and lead to new discover-
ies. It is the hope of the authors that this general outline of
the new twists that radical cationic reactivity can bring to
old concepts can contribute to a wider application of these
interesting reactive intermediates in organic chemistry.
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